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applications of neural networks are exclusively selectionist. More-
over, much of the technical discussion is misleading and some of it
is badly mistaken. No two people can be fully informed over the
full range covered by the target article, but one could hope that the
authors or editors would seek advice.

The paradigm problem addressed is the learning of formal
grammars. By ignoring the issue of negative evidence, the target
article misses the whole point of Gold’s early work and the
resulting subdiscipline (Carrasco & Oncina 94). The learning
problem that Q&S actually state is easily solved by selecting a
grammar that treats any sentence as acceptable. Since children
receive little explicit information about ungrammatical examples,
the central question is how they reject such over-general gram-
mars. There are non-nativist proposals for this (à la Occam) but the
target article does not give us either the question or the answer. It
is true that no device with bounded resources can learn all the
grammars in a standard class (such as context free), because each
class includes languages with arbitrarily large grammars. How-
ever, all of the cited constructive learning results apply only to
functions with inputs of fixed size and not to grammars, which
must accept sentences of any length. The stronger results (e.g.,
Barron 1994) also require continuous functions, which grammars
decidedly are not – a small change in input (say a spelling error)
can make a large difference in grammaticality. The constructive
approaches that have made progress on grammar learning (cf.
Carrasco & Oncina 1994) are not mentioned. Although biological
relevance is invoked as a key argument, none of the algorithms
cited makes any pretense of biological plausibility.

There is a more basic problem with the computational section.
By identifying language acquisition with the learning of formal
grammars (which are by definition content-free), Q&S preclude
any discussion of conceptual content. In fact, despite the title of
the piece, it says literally nothing about human conceptual systems
and how they might be neurally represented and learned. For-
tunately, there is a good deal of progress on these important issues.
One core problem for any neural theory of cognition concerns how
mature brains learn to associate new words with images (or other
experiences), which they clearly do not do by directed growth.
There is a literature on recruitment learning (e.g., Diederich
1990) that addresses this and other core problems of neural
cognitive development.

Johnson (1996) presents an overview of human neural develop-
ment that is sympathetic to empiricist claims but is much more
balanced and careful than the target article. The developmental
cognitive neuroscience cited in the introduction is outgrowing its
tabula rasa phase and moving to a more plausible interactionist
stance (cf. Elman et al. 1996). There is also a great deal of work
that takes seriously how the brain might represent and learn
concepts (cf. Shastri & Ajanagadde 1993 and the continuing
commentary). For connectionist modeling of early cognitive de-
velopment and language learning, Regier (1996) is a good place to
start.

Despite its many flaws, the target article does have redeeming
social value. Connectionist computational models can and should
play a significant role in theories of neural development and Q&S’s
paper can be read as a call for more work in this area. Q&S are
right that current approaches will not suffice. But serious research
will need to take explicitly into account the initial and final state of
each developmental episode as well as the accompanying experi-
ence. It is certainly easier to work with equipotential (random or
uniform) networks and many people will do so. This is fine as
abstract theory, but as a manifesto for linking neural to cognitive
development, it is definitely not constructive.
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Abstract: The multiple levels of analysis that Quartz & Sejnowski (Q&S)
bring to bear on the phenomenon of activity-driven dendritic growth show
the tight linkage of explanations from the cellular to the cognitive level. To
show how multiple control regimes can intersect at the same site, I further
elaborate an example of a developmental problem solved at the axoden-
dritic connection: that of population matching.

Developmental biology, as invented by evolution, acts as if deter-
mined to confound standard hypothesis-testing methods. When
asked whether Mechanism A or B is used to implement a particu-
lar developmental task (for tasks ranging from the production of
trophic factors, to the organization of topographic maps, to estab-
lishment of the circuitry for syntax in language), the answer
increasingly appears to be A and B (and C, and D, etc.). Con-
versely, if a phenomenon asks for explanation, such as develop-
mental cell death, or in Q&S’s case, activity-driven dendritic
growth, it is becoming commonplace that what appears to be a
single mechanism subserves a number of different functions and
exists at a number of organizational levels.

Things become more difficult still when natural selection,
having little interest in the form of intellectual bookkeeping we
call “levels of analysis,” not only multiplies mechanisms but mixes
their levels. The formal separability of levels of analysis has been
much discussed (Fodor 1992). In the particular case where an
organizing force such as evolution acts across “levels,” philosophic
separation of levels has produced an apparent intellectual clarity
that has in fact hopelessly muddled understanding of the actual
state of affairs. Sejnowski and colleagues are to be highly congratu-
lated for this article, as well as others, which show another of the
many ways perception, cognition, development, and physical
mechanism overlay: Gold’s theorem and rules for dendritic growth
do belong in the same article! In this commentary, I would like to
point out another multiple-level, multiple-mechanism conjunc-
tion in the case of developing dendrites.

In addition to the unusual challenge of representing the infor-
mational structure of the outside world, neurons are posed with
some physical challenges in early development. They must send
axons to vicinities where they have some chance of encountering
their proper targets, determine whether that has occurred, and
roughly calibrate the numbers of neurons in connecting popula-
tions, which depends upon a reciprocal supply of trophic factors as
one of several mechanisms. Q&S have discussed the problem of
pathway selection and reduction of developmental “errors” in
their target article; I would like to discuss briefly the problem of
population matching, as it shows some differences in the behavior
of axons and dendrites from those highlighted by Q&S. There are
several games in progress on the dendritic playing field.

Convergence, the fan-in of presynaptic cells to postsynaptic
cells, varies widely in the nervous system. In some cases, for
example, the ratio of projecting thalamic axons to isocortical
neurons, convergence seems virtually unconstrained and a poten-
tial source of plasticity (Finlay & Darlington 1995); in others, as in
regions of the retina (Rowe 1991) and in some aspects of cerebel-
lar circuity (Williams & Herrup 1988), convergence seems highly
constrained and of immediate functional consequence. The devel-
opmental regulation of convergence ratios from retina to tectum
in developing mammals (Xiong et al. 1994; reviewed in Xiong &
Finlay 1996) and during regeneration (Hayes & Meyer 1988)
shows that the action is in the axon. The visual receptive field size
of a normal tectal neuron does not show wide variability in the
adult, and this receptive field size is defended against a wide range
of experimentally induced variations in the total number of retinal
neurons compared to tectal neurons (Pallas & Finlay 1989).
During development, this problem must be solved in the perplex-
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ing context of early overabundance of neurons. In this case, the
numbers of both retinal and tectal neurons are several times in
excess of their mature numbers. What matches what? Essentially,
tectal neurons proceed to their adult number of neurons through
apoptosis and to their adult state of synaptic density uninfluenced
by excessive numbers of axons in the input retinal population.
Retinal neurons buffer their own rate of survival through their
axons: fan-out is sacrificed to fan-in, so that axonal arbors are much
reduced in size (up to tenfold) when convergence ratios are high.
The number of contacts from any one retinal neuron to a tectal
neuron is about the same, but many fewer tectal neurons are
contacted by each retinal axon. Conserved target dendritic volume
sets the upper and lower limit on retinal neuron number, with
plasticity within this range permitted by axonal variability. It is of
interest in light of Q&S’s article that a functional reset of the size of
a system, as might happen in the case of neural structures influ-
enced by gonadal steroids (Sengelaub 1989) or by unusual learn-
ing regimes (Turner & Greenough 1985), can and does happen
through dendritic structure. More time could be spent on the
specific empirical question about the active role of the axon,
somewhat neglected in Q&S’s discussion, but that is a separate
issue.

Overall, Q&S’s multilevel style of analysis is to be much ap-
plauded, and the example set out here adds an additional regula-
tory problem for the axo-dendritic interface. At least three prob-
lems involve the axo-dendritic interface in early development:
target selection; population matching, and the activity-dependent
dendritic structuring that was the main focus of Q&S. Each
problem uses the information of the correlated firing of the input
array, but each under a different control regime. We might
construe some problems as more biological in level (e.g., acquiring
adequate trophic support), others as more “cognitive” (e.g., repre-
senting the correlational structure of the input), but, in all cases,
it’s the same dendrite solving the problem.

Irresistible environment meets immovable
neurons
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Abstract: Quartz & Sejnowski’s (Q&S’s) main accomplishment is the
presentation of increasing complexity in the developing brain. Although
this cuts a colorful swath through current theories of learning, it leaves the
central question untouched: How does the environment direct neural
structure? In answer, Q&S offer us only Hebb’s half-century-old sugges-
tion once again.

Excellent manifesto! Selectionism, long supported by the develop-
ing brain’s decreasing number of neurons, is chastened by data
showing considerable growth during learning of number of syn-
apses (30–50%), axon branching (300%), axon length (70%),
dendritic length (35–3000%, see sect. 2.3.1), and consequently a
hefty growth (?%) in neural complexity (about which more below).
The age-old dispute between hardwired innatism and tabula rasa
empiricism is answered by a plausible plague on both houses: since
neural complexity increases during learning, any native hardwir-
ing is later wired over, and sensory experience can hardly write
upon a continually metamorphosing tablet – or, if it does, this is
not empiricism, but constructivism. Abstract learning theory is
forced to face data; Chomsky’s legacy takes another hit; and the
ever-ready theory of evolution is adapted to Quartz & Sejnowski’s
support. Constructivism rules.

But, kudos done, we owe the new proto-paradigm some critical
analysis. The axial idea at the motionless hub of the spinning
constructivist wheel is this: the increasing complexity of the brain
is in fact growing representational space structured by the envi-
ronment. This idea has the important virtue of truth – or veri-

similitude – but, just as important, it commits the sin of merely
restating the very problem which constructivism is supposed to
solve. Surely people do learn from their environment, and surely
on any scientific, physicalistic account, learning (except for
ephemera) is implemented by structural changes in the brain.
Thus everybody, whether selectionist, nativist, empiricist, learning
theorist, or whatever, can agree with Q&S that “learning guides
brain development in very specific ways” (sect. 4). Very specific
ways indeed, just as the ways of all actual things are very specific –
but Q&S offer no actual, specific case of the way brain develop-
ment is guided by the environment; no cases, that is, of learning.

Q&S’s main accomplishment is persuasive presentation of evi-
dence of the increasing complexity of the learning brain. However,
this merely cuts a swath through competing accounts, thereby
clearing ground for their own account, which, as portended by this
manifesto, would need to show three things: (1) that the additional
complexity of the brain is representational, (2) that it is directed by
sensory input, and (3) how sensory input does such a thing.

Point 1 is merely asserted and assumed: “the physical structure
of a neural area corresponds to a representational space,” so
“[b]uilding neural circuits with directed growth thereby builds the
brain’s representational properties” (sect. 3). Well, okay; though
we might note that even for manifestly representational entities,
such as DNA, increasing complexity might just yield junk, not
more representational power. But charity and good sense dictate
that we not nip the constructivist rose in the bud. After all,
connectionism is plainly running just under Q&S’s constructivist
surface, and this provides the basis for the assumption in point 1:
since representation is distributed through synaptic weights on the
neural net, increasing the size and connectedness of the net
generally increases its representational power. The crudity of this
generalization is refined in section 4.2, where Q&S cite studies
which argue that “the effect of allowing [my emphasis] a system to
add structure – to build representations – as it learns” is that it
“can learn essentially any arbitrary mapping.” This in itself is a
wonderful result (though not Q&S’s). However, allowing a system
to build representations is just too easy. The question is whether
growing neural structures are representations – and if so, what is
building them, and how.

Point 2, as noted above, is a broadly shared article of faith. In the
happy spirit that faith should seek support in reason, Q&S muster
substantial evidence that increasing neural complexity requires
sensory input (sect. 2.3.4) – but that it is directed by that input is
not so clear. The growing complexity of the embryo requires many
things such as nutrients, a sheltering egg or womb, and so forth,
but these things do not direct this complexity. We can see that it is
directed by DNA and associated nuclear processes just to the
extent that we can see how this is done. Likewise until we can
begin to see how sensory input directs neural complexification, we
cannot see that it does.

So everything rides on point 3, the question of how the learning
environment shapes neural development. Q&S answer by refer-
ences to Hebbian learning (sect. 2.3.5), bolstered by suggestions
about a “diffusible substance” (sect. 3.1.1) which might add to its
neural realizability. What is conspicuous in its absence is any
discussion of convincing victories for Hebbian learning, though a
few interesting works are listed. It is fair to suggest, however, that
Hebbian successes have been modest. The best examples of
learning in connectionist nets depend upon distinctly non-
Hebbian, god-like algorithms, which not only know how close a
given output is to the target output and which synaptic adjust-
ments to make, but also have the power to make them. This model
of learning, however, is grossly unrealistic neurally.

Hebbian learning, by contrast, is neurally realistic because it is
local: processes in the locale of the desired, but as yet unformed,
synapse can coax it into existence. Hebb’s idea, conceived deep in
the stimulus-response heyday of behaviorism, is that when the
activity of one neuron repeatedly “takes part in firing” a second,
the first should synapse onto the second (Hebb 1949, p. 62). Thus,
as in Pavlov’s dogs, neural assemblies registering ringing bells




