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JOURNAL OF NEUROPHYSIOLOGY 
Vol. 39, No. 6, November 1976. Printed in U.S.A. 

Quantitative Studies of Single-Cell 

Properties in Monkey Striate Cortex. V. 

Multivariate Statistical Analyses and Models 

PETER H. SCHILLER, BARBARA L. FINLAY, AND SUSAN F. VOLMAN 

Department of Psychology, Massachusetts Institute of Technology, 
Cambridge, Massachusetts 02139 

SUMMARY AND CONCLUSIONS 

I. Several statistical analyses were performed 
on 205 S-type and CX-type cells which had been 
completely analyzed on 12 response variables: 
orientation tuning, end stopping, spontaneous 
activity, response variability, direction selectiv- 
ity, contrast selectivity for flashed or moving 
stimuli, selectivity for interaction of contrast and 
direction of stimulus movement, spatial-fre- 
quency selectivity, spatial separation of sub- 
fields responding to light increment or light dec- 
rement, sustained/transient response to flash, 
receptive-field size, and ocular dominance. 

2. Correlation of these variables showed that 
within any cell group, these response variables 
vary independently. 

3. A multivariate discriminant analysis showed 
that orientation specificity, receptive-field 
size, interaction of direction and contrast 
specificity, ocular dominance, and spontaneous 
activity, taken together, can adequately assign 
cells into the S-type or CX-type subgroups. 

4. Various models of visual cortex are exam- 
ined in view of the findings reported here and in 
the previous papers of this series, which suggest 
that a) orientation and direction s&&vi- 
ties are produced by separate neural mech- 
anisms, 6) there may be a hierarchy among sim- 
ple (S type) cells, and c) complex (CX type) cells 
appear to receive a prominent S-type cell input. 

INTRODUCTION 

In the first paper of this series (19) we pre- 
sented results on the properties of single cells in 
monkey striate cortex showing that reliable 
classification of cells into the simple (S type) and 
complex (CX type) classes can be achieved 
quantitatively on the basis of the spatial organi- 
zation of the receptive field as determined with 
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moving or flashing stimuli. S-type cells were de- 
fined as those orientation-selective cells which 
had one or more spatially separate subfields 
within which the cell responded selectively to 
either light increment or light decrement, but not 
to both. Orientation-selective cells which re- 
sponded to both light increment and decrement 
throughout their receptive fields were classified 
as CX-type cells. We have also shown that these 
two classes of cells differed to some extent on a 
number of other measures. These included 
orientation selectivity, spontaneous activity, 
ocular dominance, receptive-field size, interac- 
tion between contrast and directionality, and the 
degree of temporal modulation to moving grat- 
ings. These may be thought to represent nonde- 
fining variables, since a) they were not part of 
the basic criteria in the classification of S-type 
and CX-type cells, and 6) most of these mea- 
sures lacked classificatory power in that they did 
not sufficiently discriminate the two classes. The 
question we set out to answer in the first part of 
this paper was whether or not multivariate statis- 
tical techniques could be used to significantly 
discriminate the S-type and CX-type classes 
employing the above-noted nondefining vari- 
ables which, when taken singly, could not be so 
used. 

In the second part of this paper we will con- 
sider models of visual cortex in light of the 
findings reported here and in the previous papers 
of this series (8, 19-21). Central to the question 
of models is how orientation and direction selec- 
tivities are achieved in striate cortex and to what 
extent the assumption of a hierarchy among cor- 
tical cells in general, and S-type cells in particu- 
lar, is warranted. 

METHODS 

Statistical analyses were done using the BMD 
biomedical statistical computer package (1, 4, 
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17). Variables considered were those described 
in previous papers (8, 18-21): orientation tuning, 
end stopping, spontaneous activity, variability, 
direction selectivity, contrast preference with 
flashed or moving stimuli, interaction between 
contrast and direction of stimulus movement, 
spatial-frequency selectivity, spatial separation 
of subfields responding to light increment or 
light decrement, sustained/transient response 
to flash, receptive-field size, and ocular domi- 
nance. We were investigating the differences be- 
tween S-type and CX-type cells, which are de- 
fined by two criteria (henceforth called defining 
variables), I ) the spatial separation of subfields 
responding to light increment and light decre- 
ment, and 2) the existence of a receptive field or 
subfield responding to only one sign of contrast 
change of a flashed or moving stimulus. The 
BM D-07D program was used to compute his- 
tograms of all variables stratified on the basis of 
an index variable, F statistics, and between- 
groups correlation analyses. The B M D-04M and 
-07M programs were used for within-group cor- 
relations and stepwise discriminant analyses. 

Stepwise discriminant analysis involves the 
computation of a linear function of all variables 
entered in a stepwise manner measured for each 
individual of the two groups to be discriminated. 
A coefficient (h) for each response measure is 
determined such that the differences between 
the means of the two groups (in this case S-type 
and CX-type cells) divided by a pooled standard 
deviation is maximized. The products of a cell’s 
particular value on a response measure (X) and 
the coefficient for that response measure (A) are 
summed to determine a scaler index (2) for each 
striate cell: 

(2 ia = A, Xial + A.2 X*& + l l .  A, Xim) 

Variables are entered into this equation in the 
following stepwise manner. F statistics are com- 
puted on all the variables measured for the 
S-type and CX-type cell groups. The response 
variable with the largest F between the two 
groups is entered into the discriminant function. 
A coefficient for this response variable is deter- 
mined such that the differences between the 
means of the S-type and CX-type groups is 
maximized. Then the variable with the second 
largest F is entered into the discriminant func- 
tion and its coefficient is computed. Response 
variables are entered in this stepwise fashion 
until the discrimination of the S-type and CX- 
type groups is no longer improved by the addi- 
tion of new variables. When the best discrimin- 
ant function is obtained the “canonical vari- 
able,” 2, representing the sum of each response 
variable times its coefficient, is the result. This 
canonical variable can be used to compute an 

index value for each unit, which can form the 
basis of an a posterior-i classification of the units 
into S-type and CX-type classes. This a pos- 
teriori classification can be compared to the orig- 
inal classification to determine the power of the 
nondefining response variables to identify S-type 
and CX-type cells. 

This discriminant analysis reflects differences 
between the means of the variables for the two 
groups; a very similar sort of procedure can 
be used to distinguish the relative variability of 
S-type and CX-type units on the response mea- 
sures used. When a scattergram plot is shown in 
this paper, the abscissa represents the first dis- 
criminant function based on group means; the 
ordinate represents a discriminant of group vari- 
ability. 

RESULTS AND DISCUSSION 

Statistical analyses 

INDEPENDENCE OF RESF?ONSE VARIABLES. we 

have investigated the relationships between re- 
sponse variables in order to determine first 
which variables show consistent relationships 
with others. Second, we wished to determine if 
the relationships remained constant for the 
whole population and in the S-type and CX-type 
subgroups; 205 units were selected which had 
been completely analyzed on 11 variables of in- 
terest: orientation tuning, end stopping, spon- 
taneous activity, variability, direction prefer- 
ence, interaction of direction and contrast 
preferences, contrast preference, sustained/ 
transient response to flash, field width, ocular 
dominance, and flash contrast preference. Only 
S-type and CX-type cells were included in this 
sample. The methods of computing these vari- 
ables have been described in previous papers (8, 
18-21); in some cases, response measures were 
altered so that they described a monotonic 
change in some general quality. For example, 
the normal ocular-dominance range of 1 for con- 
tralateral, 7 for ipsilateral dominance was col- 
lapsed into 4 categories combining 1 and 7, 2 
and 6, 3 and 5, and 4. 

Correlations of all variables for these 205 units 
were computed. If one inspects the resulting 
correlation matrix for these variables (between- 
groups correlation matrix, Table 1) it is obvious 
numerous interrelations exist (an r of 0.15 is 
significantly different from p = 0, at P < 0.01 for 
this sample size). Fully 67% of the correlations 
are significantly different from p = 0, the inde- 
pendence hypothesis; 15% have correlations 
greater than 0.40. However, these correlations 
may not necessarily be due to a functional rela- 
tionship between the response variables, but 
rather to the effect of the S-type and CX-type 
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1364 SCHILLER, FINLAY, AND VOLMAN 

TABLE 1. Between-groups correlation matrix 

RF Size Sus/Trans RF Homo Inter Contr Direct Var Spent stop Orient 

RF size 
Susltrans 
RF homo 
Inter 
Contr 
Direct 
Var 
Spont 
stop 
Orient 

1.00 
0.22* 

-0.51* - 
0.40* 
0.32* 
0.00 

-0.26* - 
0.49* 
0.02 
0.40* 

1.00 
0.01 1.00 
0.13 -0.61* 1 .oo 
0.24* -0.54* 0.61* 1 .oo 
0.07 -0.19” 0.22* 0.29* 1.00 
0.13 0.18* -0.22* -0.25* -0.04 1.00 
0.27* -0.45* 0.35* 0.31* 0.03 -0.19” 1.00 
0.27* -0.09 0.07 0.18* 0.07 -0.10 0.11 1.00 
0.18” -0.30* 0.30* 0.15* 0.24* -0.16* 0.27* -0.10 1.00 

* P < 0.01. 

subgroups. S-type cells are more tightly tuned 
for orientation and have small fields. CX-type 
cells are broadly tuned for orientation and have 
large fields. The correlation in the whole popula- 
tion of cells between field size and orientation 
tuning may be due solely to the effect of the 
S-type and CX-type subgroups; on the other 
hand, there may be a consistent relationship of 
field size and orientation tuning regardless of the 
effect of subgroup membership. If one wished to 
postulate a general functional relationship be- 
tween two variables, this relationship should be 
of the same magnitude if one considers the 
whole-cell population, or considers any particu- 
lar group, such as the S or CX type. 

In order to discriminate between the two hy- 
potheses: I) that the high correlations observed 
between variables are due to the S/CX sub- 
groups, or 2) that these correlations of response 
variables are unrelated to the S/CX distinction, a 
within-groups correlation analysis was done. 
This analysis (Table 2) shows that the S-type 
and CX-type subgroups did account for most of 
the high correlations observed in Table 1. In the 
within-groups correlation analysis, only a few 
significant correlations remain, and those are of 
small magnitude. For example, the correlation 

of receptive-field size and orientation tuning has 
now fallen to 0.06, indicating no relationship of 
these two variables within any cell group. Any 
theory which attempts to account for cortical 
response properties must be constrained by the 
independence of the response variables ob- 
served within these two major cell groups. Thus, 
one cannot postulate that the subfield separation 
of simple cells, for example, is responsible for 
both the spatial frequency and direction selectiv- 
ity, since these two response properties are un- 
correlated and thus statistically independent. 

MULTIVARIATE DISCRIMINATION ANALYSIS. 

Since the response variables we have measured 
show little correlation of variables within the 
S-type or CX-type groups, but a great deal of 
difference between these groups, it is of interest 
to determine what variables are of importance to 
the S/CX distinction. One method by which a 
more complete description of these two popula- 
tions may be obtained is by a discriminant analy- 
sis. The purpose of such a discriminant analysis 
is twofold. First, the variables which are of im- 
portance to the S/CX distinction will be iden- 
tified, and the relative contribution of each vari- 
able to the S/CX distinction will be known. Sec- 

TABLE 2. Within-groups correlation mqtrix 

RF Field Oc 
Orient stop Spont Var Direct Contr Inter Homo Sus/Trans Size Dom 

Orient 1.00 
stop -0.10 
Spont 0.21* 
Var -0.11 
Direct 0.12 
Contr -0.08 
Inter 0.10 
Rf homo 0.08 
Susltrans 0.06 
Field size 0.06 
Oc dom 0.22* 

1.00 
0.01 
0.00 
0.06 
0.03 

-0.01 
0.04 
0.24* 

-0.05 
-0.04 

1 .oo 
-0.10 1 .oo 
0.09 -0.02 1 .oo 
0.14 -0.13 0.32* 1.00 
0.22* -0.19* 0.14 0.51* 1 .oo 

-0.32* 0.09 -0.12 -0.23* -0.28” 1.00 
0.18* -0.15* 0.03 0.07 -0.02 0.08 1.00 
0.31 -0.17* -0.16* 0.06 0.13 -0.27” 0.05 1.00 
0.16* -0.28* 0.04 -0.05 0.06 -0.18* 0.05 0.18* 1.00 
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ond, if the S/CX distinction is an artificial di- 
chotomy placed on a cell population based on 
one bimodally distributed response measure, 
while other cell-response properties form a con- 
tinuum, this fact will be apparent from the small 
degree of separation between the two groups on 
a multivariate discriminant measure and from 
the types of units which are identified as inter- 
mediate between the two groups. 

We defined S-type and CX-type cells by two 
criteria: I) spatial separation of light- and dark- 
edge responses within their receptive fields, or2) 
the existence of a field that responds only to one 
sign of contrast. When these variables are used 
to define S-type and CX-type cells, how well do 
the other variables which we measured discrimi- 
nate between the two cell types? That is, can 
one develop a composite, canonical variable not 
related to the variables used to define S-type and 
CX-type cells, that discriminates well the S and 
CX groups? A stepwise discrimination was used 
to accomplish this. In this sort of analysis, the 
nine variables measured can be used to place 
each cell at a point in nine-dimensional space. 
This nine-dimensional space is projected onto a 
one-dimensional space so that each cell is now 
represented as a point on a line. The projection 
is constructed so that to the maximum extent 
possible, all the S-type cells are on one side of 
some point on this line, and all CX-type cells are 
on the other. The number of S-type and CX-type 
cells which are intermingled in the middle of this 
line is a measure of the power of the discrimina- 
tion made using the nondefining variables. 

The same 205 units used for the previous cor- 
relation analysis were used for the stepwise dis- 
crimination analysis. The final classification ma- 
trix based on the discriminant function ap- 
pears in Table 3. This represents a misclassifica- 
tion of 10%; seven cells originally classed as CX 
type are classed by this function as S type; eight 
cells originally classed as S type are misclassed 
as CX type. Variables that were useful in distin- 
guishing S-type from CX-type cells were I) in- 
teraction of contrast and direction, 2) re- 
ceptive-field size, 3) orientation tuning, 4) ocu- 
lar dominance, and 5) spontaneous activity. The 
relative weights assigned to each of these vari- 
ables appear in Table 4. Direction preference, 

TABLE 3. Final classification matrix 

A Posteriori 

Original Classification 
Classification S cx 

S 47 8 
cx 7 64 

TABLE 4. Coefficients for 
response variables 

Orientation 0.00687 
Interaction 0.05940 
Field size 2.73809 
Ocular dominance 0.16603 
Spontaneous 0.00348 

variability, end stopping, and sustained/tran- 
sient flash response were not useful in distin- 
guishing the cell groups. A scatterplot of the 
separation of the S and CX groups measured by 
this discriminant function, and a second discrim- 
inant function which sorts cells by differences 
in variability on the measures described, appears 
in Table 5. The abscissa is the canonical variable 
determined for differences between groups for 
each unit using the discriminant analyses based 
on all nine response variables. The ordinate 
reflects differences in the variability of S-type 
and CX-type cells on all the response variables 
measured. The scatter on the abscissa shows the 
discrimination of S and CX groups; the scatter 
on the ordinate shows CX-type cells are equal in 
variability to S-type cells on these response 
measures. Good discrimination of S-type and 
CX-type cells is possible using response vari- 
ables unrelated to the defining variables suggest- 
ing S-type and CX-type cells reflect generally 
different principles of neuronal organization. 

In a previous paper we showed that temporal 
response modulation to gratings is the best single 
measure that discriminates S and CX cell types 
(21). If the modulation of response to gratings is 
part of a multivariate discrimination, an even 
smaller misclassification ratio can be obtained. 
This analysis was carried out on a separate 
group of 76 cells on which modulation to grat- 
ings, orientation tuning, and ocular dominance 
had been assessed. The a posteriori classifica- 
tion matrix produced by this stepwise discrimi- 
nant analysis appears in Table 6. All CX-type 
cells are correctly classed by this function. Six 
cells originally classed as S type are misclassed 
as CX type. 

What types of units are misclassed by these 
discriminant functions? Are they units that are 
clearly members of the S-type and CX-type clas- 
ses with anomalous values for one or more re- 
sponse variables, or are they unusual or truly 
intermediate cell types? The answer seems to be 
a little of each. In the group of S-type cells 
misclassed into the CX-type population by these 
functions are found two very unusual S-type 
cells with large receptive fields and high spon- 
taneous activity, and two cells which were clas- 
sified into the S-type population solely on the 
basis of subfield separation evaluated by moving 
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TABLE 5. Scatter plot of separation of s and cxgroups 
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-3.376 -1.530 0.315 2.161 4.006 
-4.299 -2.453 -0.608 1.238 3.003 

4.006 

3.852 
3.698 
3.543 

3.391 
3.237 
3.083 
2.929 
2.776 
2.622 
2.468 
2.3lQ 
2.161 
2.037 
1.853 
7.699 
1.545 
1.392 
1.238 
1.001 

O-93@ 
0.776 
0.623 

0.169 
0.315 
0.161 
0.007 

-0.146 
-0.306 
-0.454 
-0.600 
-0.761 
-0.995 

-1.069 
-1.223 
-1.377 
-1. S30 
-1.604 
-1.830 
-1.992 
-2,146 

-2.299 
-2.W3 

-2.607 
-2.761 
-2.97s 
-3.oaB 
-3.222 
-3.376 
-3. s30 
-3.604 
-3.037 
-3.991 
4.115 
-4.299 

stimuli and could not be mapped adequately with 
flashes. Several others had unusually broad 
orientation tuning or were so variable that error 
in original classification was likely. These mis- 
classed cells are examples of anomalous, not 
true intermediate cell types. The CX-type cells 
misclassified as S-type also include some units 

TABLE 6. A posteriori 
classification matrix 

Original 
Classification 

A Posteriori 
Classification 

S cx 

S 25 6 
cx 0 45 -- -- 

with clearly anomalous values for some vari- 
ables, particularly interaction between contrast 
and directionality. There were CX-type cells 
with small receptive fields and low spontaneous 
activity, which may represent an intermediate 
cell type. These cells were “misclassed” as S 
type by the other measures (modulation tuning, 
etc.). 

With this possibility in mind, we made a more 
general comparison of S-type cells with the CX- 
type cells which had small receptive fields to see 
if the other observed differences between S-type 
and CX-type cells were due primarily to the dif- 
ferences in receptive-field size. This choice of 
CX-type cells biases the sample toward upper 
cortical layer CX-type cells. For this analysis 
267 cells were used, and all principal variables 
discussed in previous papers were analyzed (8, 
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18-21). Comparing S-type and small field CX- 
type cells, all but two differences on the vari- 
ables mentioned remain significant, though in 
several cases the magnitude is reduced. Only the 
differences in orientation tuning and response 
variability become nonsignificant (P = 0.05, F). 
This change in the difference between groups in 
orientation tuning is puzzling since there is not 
significant correlation between receptive-field 
size and orientation within cell groups, but it 
may be linked to the somewhat sharper tuning of 
upper layer cortical units to which the small-field 
cell sample is biased. The degree of response 
variability is also related to depth of recording in 
cortex; this fact could contribute to the smaller 
difference between S-type and small-field CX- 
type cells on this variable. In summary, S-type 
and CX-type cells differ on most variables even 
when cells of the same receptive-field size are 
considered. We found little evidence for a popu- 
lation of cells intermediate between the S-type 
and CX-type populations. 

The interest of the S/CX distinction is its 
power to delineate differences in many response 
variables. By contrast, it is interesting to note 
which variables fail to help make any distinction 
between these two major groups. Two such vari- 
ables were end stopping (13) and the sustained 
versus transient nature of the response to a 
flashed bar. End stopping not only showed no 
difference between S-type and CX-type cells, 
but comparison of unstopped versus stopped 
units showed no relationship to any other vari- 
able but the sustained/transient measure. Sev- 
eral investigators have implicated the sustained 
or transient nature of the response to appro- 
priately placed spots or bars of light in the cat (5) 
as useful in defining cell groups. The degree to 
which the response was sustained over a l-s 
period to an appropriately oriented light bar was 
slightly negatively correlated with amount of end 
stopping; the more transient the more stopped a 
cell was likely to be. Likewise there was a small 
positive correlation between the degree of sus- 
tained response and spontaneous activity and a 
small trend for a more sustained response in 
cells with large fields. These trends, though 
statistically significant (at 0.05 level), are of 
small magnitude and no other variables are cor- 
related with the sustained/transient response 
measure. 

From these statistical analyses one can con- 
clude the following: First, the response variables 
we analyzed were essentially independent within 
any cell class. No progressive change in any one 
response variable was accompanied by a pro- 
gressive change in any other. These findings 
suggest theories accounting for cell response 
properties in cortex should produce such qual- 

ities as orientation selectivity, directionality, 
field size, and spontaneous activity by separate 
mechanisms. Second, these findings confirm that 
S-type and CX-type cells represent two different 
principles of neuronal organization. The S and 
CX groups differed in subfield separation and 
contrast preference, their defining variables. 
While orientation tuning, spontaneous activity, 
field size, ocular dominance, and interaction of 
direction and contrast preference were not, 
taken separately, the adequate criteria for the 
distinction of S-type and CX-type cells, taken as 
a group they distinguished S-type and CX-type 
cells very adequately. Modulation of response to 
gratings was the best nondefinitional discrimi- 
nant between the S and CX populations. Finally, 
the S/CX distinction was the only distinction that 
separated whole classes of response variables. It 
is notable that other distinctions, such as the 
presence or absence of end stopping or the sus- 
tained or transient nature of a response to a flash 
do not correlate with differences in other re- 
sponse variables. 

Models of visual cortex 
The first model of visual cortex based on data 

secured from single units was proposed by 
Hubel and Wiesel (11) when they made their 
initial discoveries. They hypothesized that sim- 
ple cells in cat cortex receive direct input from a 
line of LGN cells so that the receptive field of 
the cortical cells is elongated. The regions flank- 
ing the central area were believed to be formed 
by surrounds of LGN cells and/or by centers of 
LGN cells of opposite contrast. The adjacent 
subfields of the receptive field of these cortical 
cells were thought to be mutually inhibitory 
when stimulated simultaneously. By virtue of 
this fact and the elongated nature of the field, 
these cells became orientation specific. Thus, 
stimulus edges or bars falling along the length of 
the field would excite the cell. When the 
stimulus was in the wrong orientation it fell on 
both regions at the same time and there was no 
response because of inhibition. The excitation 
and inhibition could be produced by direct in- 
puts from the LGN. 

Hubel and Wiesel (12) suggested that the di- 
rection preference of most simple cells could 
also be predicted from the spatial organization of 
the receptive field. Thus, when a light bar is 
moved from an off-area into an on-area, the cell 
discharges vigorously, because the response re- 
sulting from removal of the light bar from the 
off-area summates with the response produced 
by the entry of the bar into the on-region. Be- 
cause of this arrangement, movement in the op- 
posite direction is less effective. The model also 
predicts that the direction specificity of simple 
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cells with bipartite fields should reverse when 
contrast is reversed. This is certainly the case 
with one class of S-type cells in our sample (& 
type) (19), but does not occur in several other 
S-type cells with similar spatial organization. 

The main thrust of the Hubel-Wiesel model is 
their hierarchic principle. They proposed that 
the response properties of complex cells are 
brought about as a result of input to these cells 
from many simple cells. Subsequent elaboration 
of the model resulted from the discovery of 
hypercomplex cells (13) which were believed to 
be created as a result of input from several com- 
plex cells, some of which made excitatory and 
others inhibitory connections on the hyper- 
complex cell. 

Hubel and Wiesel hypothesized that simple 
cells are stellate cells, and evidence has been 
presented suggesting that some of the stellate 
cells do have the properties of simple cells (16). 

Subsequent work has raised questions about 
the hierarchic principle and about the way selec- 
tivity for direction and orientation were hy- 
pothesized to be produced in simple cells (1 I). 
We will consider the latter question first. 

Our results suggest that one cannot reliably 
predict the direction preference of S-type cells in 
monkey striate cortex on the basis of the spatial 
arrangement of their receptive fields as deter- 
mined by moving or stationary stimuli (19). 
Neither is it possible to derive the sharpness of 
orientation tuning and the optimal spatial fre- 
quency reponse on the basis of such maps. The 
problem appears to be that the inhibitory regions 
of S-type cells are often not synonymous with 
the regions mapped with stationary or moving 
stimuli (19, 20, 21). 

Bishop, Coombs, and Henry (3) proposed 
another model of cortical connectivity based on 
several of the known features of the visual cor- 
tex. The hypotheses of this model are: that affer- 
ent visual connections to striate cortex are ex- 
citatory and all inhibition is intracortical, and 
that pyramidal and stellate cells both receive 
direct afferent input, with stellate cells mediating 
intracortical inhibition. These investigators pro- 
posed that the activity of geniculate afferents 
through stellate cells provides a tonic inhibition 
to pyramidal cells, some of which are the striate 
simple cells. Stellate cells are thus not orienta- 
tion selective. Geniculate afferents also provide 
a direct excitatory link to pyramidal cells. The 
spatial arrangement of this geniculate input, to- 
gether with the tonic inhibition through the stel- 
late cells, supplies orientation and contrast sen- 
sitivity. In this model selectivity for both direc- 
tion and orientation results from the same in- 
tracortical mechanism. Direction selectivity, 
however, is produced by the further elaboration 

of the disinhibition of the basic network in the 
preferred direction; the tonic inhibition limits 
responses in the null direction. The model does 
not deal with spatial frequency selectivity or 
with complex cells. 

The basic feature of the model we will present 
is that orientation and direction specificities are 
achieved by two separate mechanisms. We 
propose that there are two layers of inhibitory 
interneurons in cortex that give rise to these 
specificities, and that the neural events elabo- 
rated at the basal dendrites of cortical pyramidal 
cells give rise to direction specificity, while 
orientation selectivity is the outcome of events 
occurring at the apical dendritic network. 

In what follows we will first discuss direction 
selectivity in S-type cells which have one ex- 
citatory subfield and are sensitive to only one 
sign of contrast change. We will then consider 
orientation selectivity in these cells, the way 
other S-type cells may be constructed, and how 
CX-type cells might be formed. The last two 
subsections will deal with spatial-frequency 
selectivity and stimulus-length specificity. 

DIRECTION SELECTIVITY IN SINGLE-CONTRAST, 

S1 CELLS. We propose that the single-contrast, 
S, cells receive direct, excitatory input from the 
LGN and that direction selectivity is produced 
by inhibitory interneurons which receive the ex- 
citation from the LGN and make their inhibitory 
connections on the basal dendritic field of S-type 
pyramidal cells. The LGN is assumed to project 
onto visual cortex in an orderly, topographic 
fashion throughout. The characteristics of this 
model for directionality are shown in Fig. 1. 
Effective excitatory LGN inputs are represented 
as cone-shaped terminals in this figure (1,l). The 
inhibitory interneurons have T-shaped terminals 
(Fig. 1,2). The S-type pyramidal cell has only 
its effective basal dendritic field showing (Fig. 1, 
3). Stimulus movement from left to right in this 
figure excites the cell; movement from right to 
left produces no response because of the inhibit- 
ory action of the interneurons. These inter- 
neurons must continue to discharge for a short 
time after having been activated and we believe 
that the T-type cells could serve this function 
(19). The manner in which this is accomplished 
is not specified in the figure. The time course of 
the T-cell firing pattern may be accomplished by 
the endogenous membrane characteristics of 
these cells, by virtue of the nature of the LGN 
input, or by a timing circuit of the sort described 
by Barlow and Levick (2) for the rabbit retina. 
The following are the features of this relatively 
simple model: a) It is the effective basal dendrit- 
ic network receiving inhibitory input from 
T-type cells which defines direction snecificitv. 
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FIG. I. Hypothetical scheme for direction selec- 
tivity in a dark-field S,-type cell. 1: excitatory input 
from LGN to interneurons. Light cones are inputs 
from on-center LGN cells, dark ones from off-center 
LGN cells. 2: inhihitory interneurons. 3: &-type cell 
and its basal dendrite. Inhibitory interneurons make 
synaptic terminal on dendrite. Direct excitatory LGN 
input from off-center cells terminates near cell body of 
S, -type cell. Cell responds to leftward movement of an 
edge and is unresponsive to opposite direction. In this 
and subsequent drawings, excitatory terminals are de- 
picted as cones and inhibitory ones as T‘s. 

This may be reflected either in the spatial or- 
ganization of the basal dendritic field or in the 
geometry of the axons of the inhibitory inter- 
neurons. For sake of clarity, in this model effec- 
tive connections are depicted in terms of the 
dendritic field of the pyramidal cell. h) Inhibition 
as depicted here is prominent at points distal to 
the cell body. c) Inhibition on the &-type cell 
need not be specific for contrast; interneurons 
can receive both on and off LGN inputs. d) The 
contrast response of the cell is determined by the 
direct excitatory LGN input which, in this 
figure, is only from off-center cells. (‘) Stationary 
flashes in the receptive field of the &-type cell 
will cause, as has been found, discharges (to 
light decrement in the cell depicted in Fig. 1) 
similar to those found in the LGN. By contrast. 
moving stimuli elicit only a transient burst and in 
the null direction elicit no response. 

ORIENTATION SPECIFICITY. Our hypothesis is 
that orientation specificity is the outcome of 
neural activity involving the arborizations of the 
apical dendrites. A second layer of inhibitory 
interneurons with somewhat different properties 
from T-type cells is postulated to achieve this. 
The assumed bilobed shape of the effective api- 
cal dendritic field creates the orientation spec- 
ificity, as already suggested in the second paper 
of this series (20). What configurations of neural 
events might give rise to this configuration will 
be considered below. 

The arrangement depicted in Fig. 2 includes 
both the basal and apical fields, with two layers 
of interneurons, the lower for direction selectiv- 
ity and the upper for orientation selectivity. Two 
direct excitatory terminals from the LGN are 
shown on the base of the apical dendrite of the 
pyramidal cell. The effective inhibitory neural 
connections are depicted by the shape of the 
dendritic fields of the pyramidal cell. Stimuli 
which activate those interneurons of the upper 
layer which innervate the apical dendritic field, 
inhibit the $-type cell. The cell should be ex- 
cited by a bar or dark edge oriented parallel to 
the perspective line of the figure. Such a bar 
produces no inhibitory action on the pyramidal 
cell via the upper layer of interneuron\. 

Given thi\ configuration of effective connec- 
tions, what is the source of the input to the upper 
tier of interneurons? It is necessary that these 
interneurons, in contrast to those of the lower 
tier, respond only while the stimulus is in their 
receptive field. Persistent or slowly decaying ac- 
tivity in these neurons would render the &-type 
cell unresponsive to any moving stimulus. 

Three possibilities may be considered for the 
input to the upper set of interneurons: 

Dirrct input ,from LGN. It is now well 
known that the LGN projects to several layers of 
cortex, and seems to do so in a relatively selec- 
tive manner (15). This fact makes the hypothesis 
of two layers of interneurons, each of which 
receives direct LGN input, feasible. The pos- 
tulated difference in the poststimulus time course 
of upper- and lower-layer interneurons may be 
accomplished by assuming that they receive 
selective input from the LGN, perhaps from the 
different layer5 of this structure. The cells in the 
magnocellular and parvocellular layers of the 
LGN are anatomically different. The cells in the 
magnocellular layers are large, and presumably 
conduct at greater velocities than do the smaller 
cells in the parvocellular layers. Cells of the 
magnocellular layers tend to respond more pha- 
sically. which would seem to make them suitable 
for driving the upper tier of interneurons. This 
input is labeled A in Fig. 2. Another possibility is 
that there are two intermingled populations of 
phasic and tonic cells in the LGN which project 
in an orderly fashion to cortex. A division of 
phasic and tonic cells has been suggested for cat 
and monkey retinas and LGN (5. 9, IO), and this 
could conceivably be a source for these 
mechanisms in visual cortex. 

Direct LGN input coupl~~d w.ith rrciprocul in- 
hibition. The phasic poststimulus discharge 
pattern of the upper tier of interneurons could be 
arrived at without a selective LGN input by as- 
suming the existence of reciprocal inhibition 
among the interneurons. Such circuitry would 
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FIG. 2. Hypothetical scheme for an oriented, unidirectional, dark-field S-type cell. Two layers of inhibitory 
interneurons are shown. The lower layer makes contact with the basal dendrites of the S-type cell and provides 
direction selectivity. These interneurons are driven directly by LGN input. The excitatory terminals of two 
off-center LGN cells impinge on the cell body of the S,-type cell. Orientation specificity is produced by virtue 
of upper layer of interneurons which inhibit the apical dendrites of the S,-type cell. The effective dendritic 
arborization is bilobed. The axis of orientation is along the perspective line, where inhibition is ineffective on the 
cell. The upper layer of interneurons may be driven either by LGN cells directly (A), by LGN cells coupled with 
reciprocal inhibition (B), or by other pyramidal cells (C). 

require that these interneurons have axonal ter- 
mination on both the apical field of S-type cells 
and on neighboring interneurons. This is demon- 
strated in Fig. 2B. 

Input from pyramidal cells. The third possi- 
bility is that the upper tier of interneurons re- 
ceives its primary input from S-type cells. Since 
S-type cells are phasic in their response proper- 
ties to moving stimuli, this property would be 
transmitted to the interneurons (Fig. 2C). This 
hypothesis predicts that interneurons in this re- 
gion have receptive-field properties similar to 
the pyramidal cells innervating them. The stel- 
late cells Kelly and VanEssen (16) identified 
could have the properties of simple cells for this 
reason. 

The apparent problem with this hypothesis 
may be that a stationary, flashing bar in the 
receptive field of an S-type cell might be ex- 
pected to elicit at least a few spikes even when it 
is in the worst orientation. This might be ex- 
pected since the inhibition must arise as a result 
of the discharge of pyramidal cells. While in 
many cells it is true that flashing stimuli can elicit 
a weak response under such stimulus conditions, 
there are certainly quite a few which remain 

silent. Since in this circuitry a larger number of 
neurons are involved, they probably receive in- 
puts from LGN fibers which have a range of 
latencies. Thus, those pyramidal cells which re- 
ceive a short-latency input could silence, via the 
inhibitory interneuronal circuitry, those which 
have a long-latency input. 

STRUCTURAL CONSIDERATIONS. The model of 
S-type cells is based on the assumption that two 
topographically ordered layers of intemeurons 
give rise to orientation and direction selectivities 
whose effective connections on the basal and 
apical dendritic fields of S-type pyramidal cells 
determine the nature of these selectivities. 

Several possibilities may be considered re- 
garding the structural organization of these con- 
nections. First, the most straightforward possi- 
bility is that there is a physical isomorphism in 
the dendritic fields of these cells similar to what 
we depicted in the figures, where the basal dend- 
rites of directional S-type cells are skewed 
relative to the cell body and the apical dendrites 
are bilobed. This would imply that the topo- 
graphically highly ordered intemeurons have 
short axons, and that the dendrites of the pyram- 
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idal cells “have to go to them” for their connec- 
tion. This perhaps unlikely possibility is partially 
testable using the Golgi method by studying the 
dendritic fields of pyramidal cells in tangential 
sections. 

The second possibility is that the structural 
aspects of orientation and direction are reflected 
in the distribution of inhibitory connections on 
the dendritic fields with dense connection to 
some regions and sparse ones to others. This 
possibility is less amenable for study, although 
the number of dendritic spines in Golgi-stained 
pyramidal cells may have a bearing on it even 
though such counts cannot discriminate the ex- 
citatory from the inhibitory terminals. 

The third possibility is that it is the geometry 
of the interneuronal axons which determine the 
functional organization of the S-type cells. This 
would be even less open to structural analysis 
than the second possibility. 

CONSTRUCTION OF VARIOUS S-TYPE CELLS. We 

would like to consider two alternate ways in 
which the various S-type cells may be con- 
structed in visual cortex. The first is a hierarchic 
model and the second relies on parallel analysis 
of input. 

Hierarchic model. Different kinds of S-type 
cells may be organized in a hierarchic fashion, as 
suggested in the first of this series of papers (19). 
The lowest member of the hierarchy is the uni- 
directional, oriented S-type cell which is ex- 
cited by only one sign of contrast change. Other 
S-type cells could be constructed from them. 
Thus, for example, an &-type cell which has 
spatially separate light and dark regions, both of 
which respond to the same direction of stimulus 
movement, could receive input from one light- 
field and one dark-field S-type cell with the 
same orientation and direction specificities. An 
&-type cell, which has two subfields but with 
opposite direction selectivities for each, could 
be constructed in a similar fashion, with the two 
S-type cells being selective to opposite direc- 
tions. An example of this is shown in Fig. 3. 

More complicated S-type cells may be con- 
structed in a variety of ways. Thus, an &-type 
cell, which is bidirectional for one contrast and 
unidirectional for the other, could be made up 
either with three S-type cells, or with one !$- 
type cell and one S-type cell. A variety of com- 
binations may be postulated in giving rise to the 
other S-type cells we described. 

In favor of the hierarchic model is the obser- 
vation that the size of the receptive field in- 
creases proportionately with increasingly com- 
plex S-type cells. Thus, the width of s-type 
cells is twice that of S-type cells (20). However, 
the fact that S-type cells are not neatly ordered 

FIG. 3. Hypothetical scheme for the formation of 
an $-type cell which responds in one direction to a 
dark edge and in the opposite direction to a light edge. 
Two $-type cells of opposite contrast and direction 
selectivities terminate on the &-type cell to give rise to 
its characteristics. 

in any one layer of cortex, may be considered to 
go against this hypothesis. It is possible, how- 
ever, that the laminar segregation of different 
cell types in visual cortex may be greater than 
extracellular single cell recordings generally dis- 
close. If spike activity were recorded not only 
near the cell body but also along part of the 
apical dendrite or along the axon, much less 
order would be apparent than actually exists. 
This possibility may seen unlikely to account for 
all the scatter we have seen because antidromic 
activation from the superior colliculus disclosed 
responses only in layers 5 and 6 (8). Thus, it 
appears that many of the cells in these two layers 
are not recorded from in other layers through 
which their apical dendrites extend. 

Parallel model. This model proposes that 
each S-type cell can be made up of a direct input 
from the LGN. Similar principles to those used 
for the construction of S-type cells can be used 
to construct every S-type cell we have found. 
Examples of four different types of S cells con- 
structed in this fashion appear in Fig. 4. An 
&-type cell, as shown in this figure, is created as 
a result of two spatially separate excitatory LGN 
inputs with an accompanying inhibitory net- 
work. The &-type cell, which has two subfields 
selective for opposite directions of movement 
with light and dark edges, is depicted to have 
contrast-specific inhibition on each leg of the 
basal dendrite and two excitatory inputs. 

The last cell modeled in Fig. 4 is the &-type 
cell. This somewhat fanciful arrangement re- 
quires paired contrast-specific inhibitory and ex- 
citatory connections. Movement from left to 
right elicits a dark-edge excitation from the 
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FIG. 4. Hypothetical scheme for the creation of 
four different S-type celis (&, &, S.,, $) from LCN 
and interneuron inputs. 

leftmost off-input from the LGN and a light-edge 
response from the rightmost on-input. Move- 
ment in the opposite direction activates the off- 
and on-inputs closer to the cell body. Thus, the 
on- and off-regions are spatially disparate in the 
two directions of movement. 

While the inputs at the basal dendrites may be 
rather cumbersome in these models, the apical 
network can remain the same as that proposed 
above. Thus, the orientation specificity of each 
cell can remain relatively independent of the na- 
ture of the input to the basal dendrites. 

One of the difficulties with this model is that 
the increase in receptive-field width in more 
complex S-type cells is difficult to explain in 
view of the highly ordered nature of the LGN 
projections. 

CX-TYPE CEL1.S. The pronounced difference 
between simple and complex cells as originally 
defined by Hubel and Wiesel (11) led to the idea 
that anatomically these cells might also be dis- 
tinct. One position entertained was that simple 
cells are stellates while complex ones are pyram- 
idal cells. Support for this view came from the 
work of Kelly and VanEssen (16). Their data, 
however, do not exclude the possibility that the 
principal S-type cells may be pyramidal cells 
(See ORtENTATlON SPECIFICITY, Input from 
pyramidal cells). The fact that the amplitude of 
S-type cell signals is as large on the average as 
CX-type cells, that electrodes can be advanced 
without loss of the signal for comparable dis- 
tances between S-type and CX-type cells, and 
that S-type cells can project out of cortex (14) 
would seem to be in agreement with the view 
that at least some pyramidal cells have the prop- 
erties of S-type cells. I f  both the S-type and 
CX-type classes are comprised of pyramidal 
cells, anatomical distinctions may become more 
difficult. The fact that these cells tend to be 
intermingled in most layers of the monkey’s cor- 
tex, compounds the problem. 

A central tenet of the Hubel-Wiesel model, as 
already noted, is that there is a hierarchy among 
cortical cells. The properties of complex cells 
are an outcome of convergent excitatory input 
from S-type cells. Another view, the parallel 
model, has also been proposed. This model 
states that the properties of both simple and 
complex cells result from direct LGN inputs 
(22). 

Our results lend partial support to the hierar- 
chic model, although none of our evidence is 
direct. Orientation, direction, and spatial-fre- 
quency selectivities are believed to be brought 
about as a result of extensive inhibitory 
action. The study of the spatial organization of 
inhibition in cortical cells has shown, however, 
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that only S-type cells have demonstrable inhibi- 
tory sidebands (11, 23). The requirements for a 
parallel model would seem to necessitate such 
regions for CX-type cells as well. The hierarchic 
model is especially favored by our spatial- 
frequency data, which show a much enhanced 
selectivity for CX-type cells in comparison with 
LGN units. Since CX-type cells do not have a 
demonstrable inhibitory surround and since their 
optimal spatial frequency is often less than the 
half-cycle width of the receptive field, a direct 
LGN input cannot explain this selectivity. It is, 
therefore, likely that the S-type cell input is re- 
sponsible for spatial-frequency selectivity in 
CX-type cells. 

The direction-selectivity distribution of S-type 
cells is unimodal, with most of them strongly 
selective for direction of movement (19). CX- 
type cells, by contrast, have a bimodal distribu- 
tion with approximately half the cells selective 
and half, nonselective for direction. These 
findings may also be interpreted to favor the 
hierarchy hypothesis, since a random conver- 
gent input from the predominantly unidirectional 
S-type cells would yield the kind of distribution 
we obtained for directionality in CX-type cells. 

These considerations do not rule out the pos- 
sibility that some CX-type cells receive an LGN 
input which is contributory to some of the 
receptive-field properties of CX-type cells. The 
presence of LGN terminals in layer 6, for exam- 
ple, makes this a likely possibility. 

Finally, there is also the possibility that CX- 
type cells innervate S-type cells. Excitatory 
connections of this sort would seem rather un- 
likely since they could not give rise to the 
receptive-field properties of S-type cells. 

If the assumptions that S-type cells innervate 
CX-type cells and that CX-type cells project out 
of area 17 are correct, a possible anatomical 
difference between these cell types might be ex- 
pected; S-type cells should have profuse axonal 
arborizations within striate cortex while CX- 
type cells should not. In this respect it is interest- 
ing that our histological data show differences in 
the properties of CX-type cells in the various 
cortical layers without a comparable difference 
for S-type cells (19, 20). S-type cells are re- 
corded in all layers, and their receptive-field 
size, number of subfields, sharpness of orienta- 
tion tuning, ocular dominance, and spontaneous 
activity are not related to depth of recording. 
This kind of result would be expected if signals 
from S-type cells, in contrast to CX-type cells, 
were also to be recorded at places other than the 
cell body. The hypothesized profuse axonal ter- 
minations of these cells might provide these 
sites. 

SPATIAL FREQUENCY. In the model we pre- 

sented it was hypothesized that there are two 
distinct neural mechanisms in cortex giving rise 
to orientation and direction specificities. How- 
ever, we and others (21) have discerned a third 
common property of visual cortex cells, spatial- 
frequency selectivity. Is this attribute created by 
yet a third neural mechanism, or is it possible 
that one of the two mechanisms we discussed 
could account for it? We have suggested that the 
circuitry giving rise to direction selectivity is not 
likely to be involved in spatial-frequency selec- 
tivity, since both direction-selective and non- 
selective cells have similar spatial-frequency 
properties (21). We proposed that the circuitry 
giving rise to orientation tuning may be the same 
one which is involved in spatial frequency tun- 
ing. Additional work is required to determine 
whether or not this is a viable hypothesis. 

LENGTH SPECIFICITY. The pronounced inhibi- 
tion along the axis of orientation of some cells 
renders them selective for stimulus length. Ini- 
tial work on the cat has led to the hypothesis that 
this attribute reflects a third class of cells, 
termed hypercomplex, which in the Hubel- 
Wiesel model (13) is believed to form the most 
elaborate member of the hierarchy of cortical 
cells. They suggested that this attribute is 
brought about as a result of central excitatory 
and flanking inhibitory inputs from complex 
cells. Subsequent work on the cat suggested that 
some of the hypercomplex cells resemble simple 
cells in some of their attributes (6). 

Our findings in the monkey show that the 
hypercomplex attribute in this species varies in a 
relatively continuous fashion among cortical 
cells, with it being more pronounced in the upper 
than in the deeper layers of cortex. We also 
found that clearly defined S-type cells also var- 
ied continuously in this attribute, in similar fash- 
ion to CX-type cells. The continuous and graded 
nature of the hypercomplex property among dif- 
ferent cells makes it seem unnecessary to pro- 
pose a separate mechanism of inhibition from 
CX-type cells to account for it. We would like to 
suggest that the same processes which give rise 
to orientation selectivity are responsible for end 
stopping. In cells which are strongly stopped, 
the inhibitory network giving rise to orientation 
extends into the region forming the axis of orien- 
tation, resulting in decreased responsiveness 
with increasing stimulus length. 

An alternate possibility is that the hyper- 
complex attribute is the outcome of a sparse 
LGN input. This would give rise to pronounced 
inhibition with increased stimulus length, since 
this effect is already observable in the LGN. All 
other attributes in these cortical cells, such as 
orientation and direction selectivities, would be 
pronounced as already discussed. 
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